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This paper introduces a non-linear grey-box (GB) model based on stochastic differential equations that
describes the heat dynamics of a school building in Denmark, equipped with a water-based heating sys-
tem. The building is connected to a local district heating network through a heat exchanger. The heat is
delivered to the rooms mainly through radiators and partially through a ventilation system. A monitoring
system based on IoT sensors provides data on indoor climate in the rooms and on the heat load of the
building. Using this data, we estimate unknown states and parameters of a model of the building’s heat-
ing system using the maximum likelihood method. Important novelties of this paper include models of
the water flow in the circuit and the state of the valves in the radiator thermostats. The non-linear model
accurately predicts the indoor air temperature, return water temperature and heat load. The ideas behind
the model lay a foundation for GB models of buildings that use different kinds of water-based heating
systems such as air-to-water/water-to-water heat pumps. Such GB models enable model predictive con-
trol to control e.g. the indoor air climate or provide flexibility services.

� 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The use of fossil-based energy sources does not belong in a sus-
tainable future [1]. Society must shift to energy sources where
CO2-emissions lie within the planetary boundaries; i.e. we need
to use resources that are renewable [2]. This future low-carbon
society calls for fundamental changes of the energy system. Today
the systems are operated such that the production follows the
demand. However, an efficient implementation of a low-carbon
society calls for a system where the demand follows the
weather-driven energy production. Most importantly we need
methods for unlocking the flexibility at all levels of the society;
examples being buildings, supermarkets, wastewater treatment
plants, industrial process facilities, districts, municipalities and
cities. A lot of recent work, therefore, centres around the concept
known as energy flexibility [3,4]. The core idea is to control the
energy consumption to align it with energy production. For this
purpose, model-based predictive control is a very promising con-
trol framework [5]. This paper introduces a novel grey-box (GB)
model based on stochastic differential equations (SDEs) that is
designed for controller based optimisation of the heat load of
buildings. The ultimate purpose of developing such a GB model is
to intelligently control buildings in order to minimise the CO2-
emissions and unlock the flexibility. A reliable model (together
with weather forecasts) is essential for a good performance of
model predictive control (MPC) for buildings [6].

Complex building energy performance models based exclu-
sively on physical equations, known as white–box models, are
often used for providing simulations. Occasionally, in white box
building models, stochastic models are used to simulate occupants
behaviour, as in [7,8]. However, they are demanding to build, com-
putationally heavy, and difficult or impossible to tune to real-
world data, which makes them infeasible for control. Especially
for the existing building stock. On the contrary, black–box models
can be fast in terms of simulation time. But they do not include
laws of physics, and thus may be hard to interpret and lack the
ability to extrapolate and generalise beyond training data. GB mod-
els bridge the gap between white- and black-box models by lever-
aging both physical and statistical properties [9]. They are based on
simple physical principles and considerations of the system, which
make them computationally light and ideal for parameter calibra-
tion using available data. Linear GB models for buildings are widely
seen in the literature [10]. Wang and Xu [11] use a genetic algo-
rithm to estimate a linear heat dynamics model that describes
the thermal conditions in the wall envelopes and internal mass
for an office building. The goal is to predict the heat load and the
indoor air temperature. Massano et al. [12] uses an unscented Kal-
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Nomenclature

T i;jð Þ
t Indoor air temperature in room i

Ti
t Mean indoor air temperature

T for
t Forward/supply water temperature

Tret
t Return water temperature

Tset
t Set-point of the radiator thermostats

/h
t Heat load of the building

Ta
t Outdoor air temperature

/s
t Global solar radiation on a horizontal surface

Tw
t Temperature of building wall to the outside

Th
t Temperature of the radiators

Aw The effective window area of the building
xt Brownian motion
Toffset A temperature offset between the thermostats and the

observation sensors
f valvet The valve opening state (on a scale of 0 to 1)
Ut The flow of the water in the radiator circuit
Umax The maximum flow of the water in the radiator circuit
cp;w The specific heat capacity of water

Xk The stochastic state variable of the building system at
time tk

Yk The stochastic observation variable of the building sys-
tem at time tk

Ci Heat capacity of the indoor air
Cw Heat capacity of the building wall
Cf A ”weight” on the water flow, which determines how

fast the water accelerates
Ch Heat capacity of the radiators
Rih Heat transfer resistance between the indoor air and the

radiators
Riw Heat transfer resistance between the indoor air and the

building walls
Rwa Heat transfer resistance between the indoor air and the

outdoor air
Rfr Heat transfer resistance between the radiators and the

return temperature
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man filter to estimate parameters in a linear RC-inspired model to
predict the indoor air temperature. Bacher and Madsen [13] outli-
nes a model development procedure for stochastic differential
equation (SDE)-based GB models. However, it is a well known fact
that non-linear systems exhibit vast richness in the solution struc-
ture, far beyond what is seen in linear systems [14]. For instance,
non-linear models are necessary to sufficiently describe the heat
dynamics of building integrated photo-voltaic modules [15,16].
Non-linear GB models can also be found within industrial robotics
[17] and in aquatic ecosystems modelling [18], just to mention a
few areas. To the knowledge of the authors, the literature on
non-linear GB models for radiator-based heating systems is scarce.

We propose SDEs as the modelling framework for the building
model [19]. This has many advantages: First, SDEs provide a natu-
ral method to model physical phenomena as they are formulated in
continuous-time. Second, they include probabilistic uncertainty
that accounts for modelling approximations, unrecognised exoge-
nous variables, and uncertainty related to the provided input vari-
ables. Last, they lay a solid foundation providing predictions of the
system behaviour and for model-based optimal control, to predict
system behaviour. It is well-know that solutions to Ordinary Dif-
ferential Equations (ODEs) are functions of time, and this implies
that an ODE modelling framework assumes that we are able to pre-
dict the exact evolution in time of the states. Solutions to SDEs are
stochastic processes, which are characterised by the family of
finite-dimensional densities, and this implies that the future evolu-
tion of the states is encumbered with uncertainty, and this uncer-
tainty can be quantified. Optimal control theory based on SDEs is
well-established in the literature with numerous examples of
applications, e.g. for control of glucose concentration in humans
[20], building thermal control [21], and operation of waste-water
treatment plants [22].
1.1. Main contributions

The existing literature contains various examples of linear GB
models of the heat dynamics of buildings. However, the literature
seems to contain limited work on SDE-based non-linear GB models
for water-based heating systems, especially related to district heat-
ing (DH). This paper presents and analyses the development of a
non-linear GB model for a school building in Denmark with
2

water-based heating. We base the analysis and estimation on a sin-
gle week of data using meteorological weather observations as
inputs, and we will demonstrate that one week of data is sufficient
for identifying a good model. Due to the generality of the model, it
is argued that the model is applicable to a wide range of buildings
with water-based heating systems and different heat sources (in-
cluding heat pumps).

An important contribution of this paper is the model of the
thermostatic valves of the radiators. The radiator valves are
mechanically adjusted by the thermostats that are configured with
a set-point. The valves open and close proportionally to the differ-
ence between the set-point and actual air temperature. The valves
naturally do not behave discontinuously when heat is or is not
needed. Models for thermostatic valves exist in applications of
white-box models [23]. Most are modelled as P, PI, or PID-based
controllers for white-box building models [24]. Hansen [25] sug-
gested detailed physical models of radiators and thermostats.
However, the models end up being too large and detailed for
grey-box purposes. To the knowledge of the authors, the literature
contains no examples of models for thermostat valves formulated
as GB-models. This paper presents a sigmoid-function to describe
the continuous sensitivity of the valves due to changes in the
indoor air temperature according to the set-point. Another impor-
tant contribution is a model of the water flow in the building heat-
ing system.

1.2. Structure and outline of the paper

This paper has the following structure. Section 2 introduces the
building and its engineering systems, together with the overall
experiment. Here, we also describe the data and how it was gath-
ered. Section 3 describes the model development process and the
ideas behind the suggested model. Next, we present and discuss
the results; the parameter estimates, a simulation of the variables
compared to data, and a 1-step residual analysis. Lastly, Section 6
sums up the essential findings of the paper.
2. The building and the experimental setup

This section introduces the building and describes the experi-
mental data and the generation process.
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2.1. The building

The building, a school with three floors and a basement, is
located in Høje Taastrup, Denmark. The uppermost floor is a
part-refurbished roof attic. Bruun [26] provides all technical infor-
mation about the building.

Being built in 1929, the building is not insulated according to
modern standards. Fig. 1 shows a digital reconstruction and a
photo of the building. It includes 10 classrooms that are ventilated
by mechanical ventilation using an air handling unit (AHU) for air
circulation. The facade and internal walls consist of solid bricks
(300 mm and 180 mm thickness, respectively). The windows have
wooden frames and double-paned low-E glazings. Floors are made
fromwood joists and the roof is partly uninsulated and partly insu-
lated slate roof. The building is connected to the local electricity
and heat grid, where the ladder is a DH system. The building uses
district heating for domestic hot water (DHW), the AHU, and space
heating. The latter term governs the heating (and cooling) system
of the indoor air. For this building, the space heating is a separate
water-based circuit with dedicated pumps. Radiators of different
types (cast-iron, panel convectors, plane conductors) with individ-
ual thermostats establish the space heating system in the individ-
ual rooms of the building. Individual thermostatic valves
automatically regulate the water flow into the radiator units as
to maintain a pre-defined set-point. The space heating system is
separated from the DH system by a plate heat exchanger. Indepen-
dent PI-controllers regulate the water flow on both the district
heating and the building side of the heat exchanger.

2.2. The experiment

The experiment carried out was planned in advance and
designed to generate data suitable for system identification pur-
poses. The main focus was to change the control input, the ther-
mostat set point, such that information about the essential
dynamics of the system can be estimated. A sequence of the set
point was designed with four different parts. First part contains a
few long steps with set points set to a minimum (10 �C) and back
Fig. 1. Visual illustrations of the building site. The upper digital reconstruction is
supplied by [26].
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again to a base level (21 �C) to get information about the dynamics
governing the system. Second part is a multilevel signal, where the
extremes (14 and 27 �C) are kept for the longest time and then
shorter periods are kept for relatively shorter time. Third part con-
tains short periods with drops to a minimum from the base tem-
perature. Finally, a step sequence where the set point is stepped
from 23 �C in two hours steps down to 17 �C and up again. The for-
ward temperature of the space heating water is set constant to 55
�C at all times. The entire sequence was slightly shorter than 7 days
and was executed during the Christmas vacation, where the build-
ing was unoccupied.

2.3. The data

Table 1 lists all the variables of the data. Fig. 2 shows the exper-
imental data in the period December 21 through December 27. The
upper graph displays the heat load of the building. It seems to be
characterised by a large peak whenever the heat turns on, before
reverting to a lower and steady level. The second graph shows
the forward- and return water temperature, which go to and from
the space heating system. The forward temperature was set con-
stant to 55 �C during the entire experiment. The forward tempera-
ture fluctuates a lot, though, when the thermostat set point is set
very low – because the thermostat valves are closed, the flow in
the radiator circuit is nearly stopped, which results in inappropri-
ate oscillations of the forward temperature since the PI controllers
were not designed for this situation. But it plays no role, since the
water flow is near zero during these times. The return temperature
quickly becomes large when the space heating is turned on. In
absence of heat load, the return temperature quickly decreases.
But, the reversion and behaviour in absence of heat load seem to
be rather inconsistent. The third graph shows the indoor tempera-
ture of each room (in blue) and the mean of all rooms (in black).
Lastly, the bottom graph shows the exterior weather conditions,
i.e. the outdoor air temperature and the global solar radiation.
The latter is relatively small throughout the period, which compli-
cates the estimation of the solar radiation gain for the model. We
return to this matter later in Section 5.

The variables of the building we wish to be able to predict are
the following.

� The mean indoor air temperature, Ti
t .

� The heat load of the building delivered by the DH system, /h
t .

� The temperature of the returning water in the SH system of the
building, Tret

t .

The subscript t indicates the dependence on time. These vari-
ables are of special interest when it comes to optimal control of
the indoor climate. In Denmark, building operators pay for the
amount of heat they consume. Additionally, the operators pay fees
for too high return temperatures since it is a source of poor energy
efficiency in the DH network. First, the DH operators have to
Table 1
Data interpretation.

Name Quantity Unit

T i;jð Þ
t

Indoor air temperature in room j [�C]

Ti
t

Mean indoor air temperature in the building [�C]

Tfor
t

Forward temperature [�C]

Tret
t

Return temperature [�C]

Tset
t

Temperature set-point [�C]

/h
t

Delivered heat to the building [kW]

Ta
t outdoor air temperature [�C]

/s
t Solar radiation on a horizontal surface [kW/m2]



Fig. 2. The data from the experiment performed in December 2019.
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increase the mass flow rate of the water, if the users do not cool the
return water. Secondly, if the return water to the DH facilities is too
hot, the efficiency of the central heat production plant decreases.
This payment scheme makes it economically advantageous for
the building operators to use heat when it is cheap and minimise
the return temperature.

3. Model development

This section describes the model development process. Due to
the complexity of the building and its systems, it is necessary to
use a relatively big model. The dimensions of the state and param-
eter set of the model thus become rather high. To easier identify
the necessary dynamics to include in the model and estimate ini-
tial values for the parameters, it is advantageous to split the mod-
elling into several steps. The main idea is to split up the modelling
processes into two parts. To identify the steps, we need to realise
that the building heat dynamics consist of two parts (as a first sim-
ple assumption). The delivered heat from the water in the radiator
system operates independently and only interacts with the indoor
air temperature of the building by the radiators themselves. This
interaction involves only two parameters. Therefore, we split the
modelling part into the following three steps:

1. Given the observed time series of the delivered heat from the
district heating system, we develop a model that predicts only
the indoor air temperature of the building.

2. Given the observed time series of the indoor air temperature
and set point, we develop a model that predicts only the heat
load from the district heating system to the building. That is
while keeping the parameters fixed, that concerns the indoor
air temperature model obtained in step 1.
4

3. We combine the two models and start the parameter optimisa-
tion from the results of the two independently sufficient models
to obtain a combined model structure.

By developing the two system models individually at first, it
also becomes much easier to identify the necessary dynamical fea-
tures that govern the systems.

3.1. Stochastic differential equations

The model will be formulated using SDEs. A SDE typically has
the following form

dXt ¼ f Xt ; tð Þdt þ g Xt ; tð Þdxt ð1Þ
where f and g are the drift and diffusion terms, respectively, and the
subscript t denotes the dependence on time. The diffusion term
makes a SDE differ from an ordinary differential equation. xt is
known as Brownian motion and is a fundamental process for
stochastic calculus. It is governed by independent Gaussian incre-
ments; xt �xs � N 0; t � sð Þ, for s 6 t. This has remarkable conse-
quences and relates it to the physical diffusion equation. The
purpose of the diffusion term is to describe chaotic phenomena that
are too complex to include in the drift part of the model structure.

3.2. The building heat dynamics model

The literature contains numerous examples of developing heat
dynamic models for buildings using continuous-time GB models,
see e.g. [27–31]. We do not give the model identification steps
explicitly for our case though but simply report the final result.

Fig. 2 gives insights into what elements the building model
should include. Inspections of the two long periods, where the heat
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is turned off, show that the mean indoor temperature seems to
drop fast at first and then flatten to a certain decay rate. This indi-
cates that we should include two time constants; one for the fast
and initial drop and one for the slow long-term decay. We may
interpret these fast and slow dynamics as the temperature of the
indoor air and the temperature of the building walls. For this rea-
son, the wall exchanges heat with the ambient air and acts as a
low-pass filter between the interior and exterior. We also choose
to model the radiators as an accumulating medium where the heat
input enters directly. We denote the indoor air temperature state

Ti
t , the wall temperature state Tw

t , and the radiator temperature

state Th
t .The solar radiation gain/s

t , enters into the room air directly
through windows.

Fig. 3 shows the heat dynamics structure for the building as an
RC-diagram. The equivalent SDE model has the following form

dTi
t ¼

1
Ci

1
Rih

Th
t � Ti

t

� �
þ 1
Riw

Tw
t � Ti

t

� �
þ Aw/

s
t

� �
dt þ r1dx1

t ; ð2Þ

dTw
t ¼ 1

Cw

1
Riw

Ti
t � Tw

t

� �
þ 1
Rwa

Ta
t � Tw

t

� �� �
dt þ r2dx2

t ; ð3Þ

dTh
t ¼ 1

Ch

1
Rih

Ti
t � Th

t

� �
þ /h

t

� �
dt þ r3dx3

t : ð4Þ

Aw is the effective window area (assumed constant), Ci;Cw, and Ch

are heat capacities of the states, Rih;Riw, and Rwa are resistors
between the heat media, and xk

t ; k 2 1;2;3f g are mutual indepen-
dent Brownian motions.

3.3. The radiator circuit dynamics model

The thermostatic valves regulate the water flow through the
radiators. An important novelty of this paper is to model the ther-
mostatic valves using the non-linear sigmoid function. The idea is
that the vales open when it is too cold and close when it is too
warm. Assuming that the valves react continuously to the indoor
air temperature, the sigmoid function corresponds to some kind
of proportional control (0 being closed and 1 being open).

3.3.1. The thermostatic valve function
To describe the thermostatic control, i.e. the state of the valve in

the radiator thermostats, we use a sigmoid function. To be specific,
the thermostatic valve function describes the sensitivity of the
heating system to deviations in the mean indoor air temperature.
We use the following formulation

f valvet ¼ 1

1þ exp �a Tset
t þ Toffset � Ti

t

� �� � : ð5Þ

a is the slope of the sigmoid function and determines how
quickly the heating system turns on and off. Toffset acts as an offset:
since the observations of the indoor air temperature typically are
Fig. 3. The model structure of the building heat dynamics. The model predicts the
indoor air temperature, bT i, given the delivered power /h .
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not taken right next to the radiators, the thermostats may respond
to a temperature that is warmer or colder than the observed one.

The sigmoid function has the disadvantage that it cannot reach
1 nor 0. For the purpose of this paper, it means that even though
the set-point is, say, 18 and the observed temperature is 20, the
model predicts that the radiators still deliver some heat (depend-
ing on the slope and offset). Depending on the specific thermostats
and the valves in the radiators, this prediction may be wrong. We
address this problem further in Section 5.

3.3.2. Derivation of the space heating model structure
The space heating system proved hard to model. It is difficult to

describe all necessary dynamics in a simple manner. However, we
found it fruitful to model the water flow in the radiator circuit as a
dynamical equation governed by a time-delay. Since we do not
observe the water flow in the radiators, we model it as a hidden
state (which we need to estimate in the modelling). The governing

physical equation of the net energy transferred to the radiator, Qh
t ,

from the water is [24]

dQh
t ¼ Utcp;w T for

t � Tret
t

� �
dt ð6Þ

where Ut is the water flow in the SH system, cp;w is the specific heat
capacity of water. We use (6) to model the heat delivered to the
radiators (where the radiators in turn exchanges the heat with
the indoor air). The above formulation does not consider that the
flow rate in the individual radiators may be different due to e.g. dif-
ferent individual valve states or different positions in the building.

As Section 2.1 describes, pumps controlled by PI controllers reg-
ulate the water flow in the SH system to maintain a certain pres-
sure. Therefore, there is a delay from when the valves open until
the pumps increase the water accordingly. For this reason, it seems
reasonable to model the water flow as a differential equation itself
and let the flow be an individual state.

To model the return temperature, a few observations are impor-
tant. It is obvious that when the space heating system delivers
heat, the hot/cold water has been round in the radiator circuit
and returns to the heat exchanger in a colder state. This is clearly
visible in Fig. 2 that the return temperature varies between 40–
50 �C when heat is delivered. However, when the heat load equals
zero, the return temperature acts rather inconsistently. At these
times, the return temperature mostly responds with a quick decay
to below 30 �C. But as Fig. 2 shows, it sometimes drifts indescrib-
ably. Most times, when the water flow stops, the water in the
return pipes quickly delivers its heat to the surroundings and
arrives at some equilibrium. But when no heat is delivered, the
building operators do not pay for larger return temperatures and
gives no additional insights into the system. Therefore, we have
no means to model the return temperature, when the heat load
is zero. We thus disregard the return temperature observations
when the flow is zero for simplicity. Section 5 explains how we
implement this in the parameter estimation.

To recap the above thoughts; when heat is needed, the water
flows into the radiators to deliver heat and afterward returns to
the heat exchanger to be heated again. By combining (6) with a
state for the flow and the return temperature, we arrive at the fol-
lowing model

dUt ¼ 1
Cf

Umaxf valve �Utð Þdt þ r3dx3
t ; ð7Þ

dTh
t ¼ 1

Ch
Utcp;w T for

t � Th
t

� �
þ 1
Rih

Ti
t � Th

t

� �� �
dt þ r4dx4

t ; ð8Þ

dTret
t ¼ 1

Ch

1
Rfr

Th
t � Tret

t

� �� �
dt þ r5dx5

t : ð9Þ
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where Umax the maximum attainable flow of the radiator circuit
water. Fig. 4 depicts the structure as a RC-diagram.

3.4. Heat load estimation equation

From (6) we estimate the heat load, i.e. the power from the DH
to the indoor air, as

/h
t ¼ Utcp;w T for

t � Tret
t

� �
: ð10Þ

It should be natural to assume that the heat difference between
the forward and return water is due only to the delivered heat by
the space heating system. The temperature difference multiplied
by the flow and the specific heat capacity of water is thus an esti-
mate of the heat load. The flow state creates a time delay on the

heat load. The term T for
t � Tret

t

� �
is almost always large when the

heat is turned off. Had there been no delay, e.g. for the equation

C1f valve T for
t � Tret

t

� �
, where C1 is an arbitrary parameter, the heat

load would immediately spike when the valves open. However,
the heat load data is governed by delay which suggests that such
time delay is needed.

3.5. The combined model

The combined model has the form

dTi
t ¼

1
Ci

1
Rih

Th
t � Ti

t

� �
þ 1
Riw

Tw
t � Ti

t

� �
þ Aw/

s
t

� �
dt þ r1dx1

t ; ð11Þ

dTw
t ¼ 1

Cw

1
Riw

Ti
t � Tw

t

� �
þ 1
Rwa

Ta
t � Tw

t

� �� �
dt þ r2dx2; ð12Þ

dUt ¼ 1
Cf

Umaxf valve �Utð Þdt þ r3dx3
t ; ð13Þ

dTh
t ¼ 1

Ch
Utcp;w T for

t � Th
t

� �
þ 1
Rih

Ti
t � Th

t

� �� �
dt þ r4dx4

t ; ð14Þ

dTret
t ¼ 1

Ch

1
Rfr

Th
t � Tret

t

� �� �
dt þ rtdx5

t : ð15Þ

where Umax are the flow speed of the water on the building site. The
observation equations are

yik ¼ Ti
tk
þ v1; v1 � Niid 0;R1ð Þ; ð16Þ

yhk ¼ Utcp;w T for
t � Tret

t

� �
þ v2; v2 � Niid 0;R2ð Þ; ð17Þ

yretk ¼ Tret
tk

þ v3;v3 � Niid 0;R3ð Þ: ð18Þ
Fig. 4. The radiator circuit dynamics model visualised as an RC-diagram. The flow,
Ut , acts as a heat transfer coefficient in the radiator temperature state. We simply
write the resistance as the flow state Ut .
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4. Model identification and estimation

This section describes the identification method and the details
governing the parameter estimation process. This paper proposes
maximum likelihood inference for parameter estimation in
stochastic differential due to its ability to estimate noise parame-
ters. See e.g. Madsen [32] or Pawitan [33] for an introduction to
maximum likelihood methods.
4.1. The maximum likelihood principle

Given the sequence of observations
YN ¼ Yif gNi¼1;Yk ¼ yik; y

h
k ; y

ret
k

� 	| 2 Rny , and set-points

UN�1 ¼ Tset;i

 �N�1

i¼0 , define the likelihood function as the product of
the one-step ahead conditional densities:

L hjYN ;UN�1ð Þ ¼ p X0ð Þ
YN
k¼1

p YkjYk�1;Uk�1; hð Þ: ð19Þ

Here, p is the probability of observing Yk given the previous
observations, set-points, and parameters h. X0 is the initial state
of the system at time t0. For linear stochastic differential equations,
where the noise is state-independent and driven by Brownian
motion, the conditional densities are also Gaussian. For non-
linear systems though, this is not the case and the analytical den-
sity is in general hard (or impossible) to find. But when the time
between observations are small, the Gaussian density approxi-
mates the analytical (unknown) density well. This motivates our
choice of using the Gaussian density in the likelihood function.
The Gaussian density is completely characterised by its conditional
mean and variance; by introducing the one-step prediction error

�k ¼ Yk � bYkjk�1; ð20Þ

where bYkjk�1 ¼ E YkjYk�1;Uk�1; h½ �, and the associated covariance
Rkjk�1 ¼ Var YkjYk�1;Uk�1; h½ �, we can write the likelihood function as

L hjYN ;UN�1ð Þ ¼ p X0ð Þ
YN
k¼1

exp � 1
2�

|
kR

�1
kjk�1�k

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det Rkjk�1

� �
2pð Þny

q : ð21Þ

Taking the logarithm on both sides, we obtain the log-likelihood
function

‘ hjYN;UN�1ð Þ ¼ log p X0jhð Þð Þ � 1
2

XN
k�1

�|
kR

�1
kjk�1�k

þ log det Rkjk�1
� �

2pð Þ
ny
2

� �
ð22Þ

The log-likelihood has some attractive advantages over the
ordinary likelihood when it comes to numerical properties, which
is why it is often preferred. First, the sums are typically easier to
deal with e.g. for differentiation and integration purposes. Second,
the elimination of the exponential functions makes the optimisa-
tion The logari.thm is a monmore robustotonous transformation
and thus does not change the point of the maximum. The parame-
ter estimates ĥ is found by maximising the log-likelihood function

ĥ ¼ arg max
h

‘ hjYN ;UN�1ð Þ ð23Þ

To evaluate the log-likelihood function, we need to compute the
one-step prediction errors, �k, and the associated covariance Rkjk�1

(due to our assumption of Gaussian densities). The continuous-
discrete extended Kalman filter supplies exactly these.



Table 2
The parameter estimates together with their statistical properties

Parameter Estimate 95% confidence interval Unit

Toffset �0.101 [-0.081, �0.121] [�C]
Ch 0.134 [0.128, 0.140] [kJ/�C]
Cf 0.198 [0.194, 0.202]
Rfr 2.030 [1.898, 2.162] [�C h/ kJ]
Ci 9.57 [9.40, 9.742] [kJ/�C]
Cw 45.36 [42.80, 47.92] [kJ/�C]
Rih 2.151 [2.121, 2.181] [�C h/ kJ]
Riw 0.199 [0.195, 0.203] [�C h/ kJ]
Rwa 2.251 [1.775, 2.727] [�C h/ kJ]
As 7.600 [-1.443, 16.64] [m2]
r1 8.6e-4 [9.7e-5, 0.008] [�C]
r2 0.429 [0.419, 0.439] [�C]
r3 111.6 [107.6, 118.0] [kg/h]
r4 1.647 [1.144, 2.370] [�C]
r5 6.469 [6.327, 6.612] [�C]
R1 9.6e-7 [1.1e-7, 8.5e-6] [�C]
R2 2.7e-4 [5.2e-6, 0.014] [kW]
R3 5.4e-3 [1.4e-3, 0.021] [�C]
Umax 1145.3 [1133.5, 1157.1] [kg/h]
a 1.592 [1.550, 1.634] [1/�C]
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4.2. The continuous-discrete extended Kalman filter

The continuous-discrete extended Kalman filter (CDEKF) is a
variant of the celebrated Kalman filter [34]. It considers system
models governed by continuous-time dynamics where the obser-
ver observers parts of the system at discrete times. In short, the
CDEKF consists of a prediction step and an update step. The
extended Kalman filter relies on a linearisation of the non-linear
system (1), which causes troubles if g is state-dependent. In such
cases, the Lamperti-transformation is an important tool to trans-
form (1) into a state-independent SDE [35,36]. The literature con-
tains many introductions and applications to Kalman filtering
and the CDEKF, see e.g. [37,19].
4.2.1. The prediction scheme
In this step, the CDEKF predicts the state of the buildingdbfXkjk�1 ¼ E XkjYk�1;Uk�1; ĥ

h i
;Xk ¼ Ti

tk
; Tw

tk
;Utk ; T

h
tk
; Tret

tk

h i|
, together
Fig. 5. A simulation of the resulting model: given initial conditions, the model predicts th
periods in the second plot depicts the periods where the observation variance on the re
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with the state covariance bPkjk�1 ¼ Var XkjYk�1;Uk�1; ĥ
h i

at the next

time step tk given the estimated state at time tk�1;
dbfXkjk�1. This

involves solving a set of coupled ordinary differential equations
(ODEs). Any ODE-solver is sufficient for this task.

4.2.2. The update scheme
The updating scheme is about estimating the underlying state

and its covariance, denoted dbfXkjk and bPkjk, at the next time

instance tk, given our predictions, dbfXkjk�1 and bPkjk�1, and an obser-
vation Yk. Informally speaking, the updating scheme finds a weight
K, typically called the Kalman gain, which ”measures” how much

weight the observation should have on the estimate dbfXkjk. Con-
sider the update equations for the state estimate

dbfXkjk ¼ dbfXkjk�1 þ K�k: ð24Þ
If K is small, the prediction weights more compared to the

observation in the estimate of the state. The covariance of the
one-step prediction error, Rkjk�1, is usually calculated in the updat-
ing scheme as well. With �k and Rkjk�1 at hand, we can evaluate the
conditional density associated with the k’th observation. This
recursion is applied to all observations in YN , and with a given ini-
tial condition X0, the log-likelihood in (22) can be computed.

4.3. Details in the parameter estimation

As previously described, the return temperature exhibits incon-
sistent behaviour when the heat load is zero. Also, at these times,
the return temperature is not of interest for control purposes. For
these reasons, we choose to disregard the return temperature in
the parameter estimation at times where the heat load is zero. That
is, we need to ensure that the return temperature for these times
does not affect the likelihood function. We thus add a very large
constant (say 1020) to the observation variance in the Kalman filter
when the heat load is close to zero (say < 0:01 [kW]). As a result,
the observed return temperature has negligible effect on the likeli-
hood estimates during these times. Such actions are crucial to
implement for applications in general, e.g. MPC, where indescrib-
e entire week. The model performs well given the long prediction horizon. The grey
turn temperature is large.



Fig. 6. The estimated valve function.
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able dynamics occur or observations are not of interest and a Kal-
man filter is applied for state estimation. The larger variance on the
observed return temperature ensures that it contributes very little
to the state estimate at that point in time.

To evaluate the log-likelihood in Eq. (22), this paper uses the
software CTSM-R [38]. To maximise Eq. (23), we use Nelder-
Mead routine in the NLopt optimisation library in R [39]. On aver-
age, the estimation took between 3 and 8 min until convergence
(to a minimum) using a computer with an Intel Core i7-8665U pro-
cessor with 8 cores clocked at 1.90 GHz. In total, we estimated 20
parameters.
5. Results and discussion

This section presents the results in terms of parameter esti-
mates, simulation of the model, and residual analysis. We compare
Fig. 7. The estimated autocorrelation function and the cumulated periodogram
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a simulation of the model with the experiment data to see the
model’s performance over the entire data set given only the initial
conditions. For the simulations, we use the same weather observa-
tions and set-points as inputs. Finally, we discuss the capabilities
and strengths/weaknesses of the model.
5.1. Simulation results

Table 2 displays the parameter estimates for the model pre-
sented in Section 3. All parameters are strongly significant, except
the solar radiation gain As. The explanation is likely that the data
contains no significant solar radiation. The parameter thus
becomes hard to determine without large uncertainty. But the
solar radiation gain is an important disturbing factor for building
climate control [40]. We thus intend to describe the solar radiation
gain better in the future, when more experiments/data are avail-
able. The literature contains interesting approaches to model this,
such as using B-splines to describe the varying solar gain during
the day [41].

Fig. 5 shows a simulation of the experiment given only the ini-
tial states. The model does a good job for all three variables. It pre-
dicts long into the future and still shows good accuracy without
large drifts. That is, the model performs very well on long predic-
tion horizons. This is crucial for the performance of MPC. This sim-
ulation, however, uses the same weather disturbances as the data.
For practical purposes, weather forecasts are not perfect, which
affects the prediction performance [42,43].

The predicted heat was a challenge to model, but the simulation
suggests that the model captures the most crucial dynamics. How-
ever, the simulation also indicates that the model is not able to
”turn off” the delivered heat fast enough compared to data, as it
seems to go slower to zero. This flaw comes from the fact that
we model the flow as an SDE itself, Ut . Thus, the flow goes expo-
of the 1-step prediction errors. Each column corresponds to a variable.
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nentially towards the term Umaxf
valve
t (which in theory never equals

zero due to the sigmoid curve). Fig. 6 shows the estimated valve
state as a function of the deviation of the set point. The trancient
state from closed to open is approximately 5 �C and at equilibrium
the valve state is below 0.5, which are both expected for a typical
thermostat [25].

We found that the dynamics of the return temperature were
hard to mimic and capture, especially when the heat is turned
off. Fig. 5 confirms that we are somewhat capable of predicting
the return temperature whenever the heating system is turned
on. The indoor air temperature in Fig. 5 seems to catch the overall
dynamics of the data. The building model, however, does seem to
be a bit too well insulated by the looks of the long periods where
no heat is delivered. The simulated temperature decreases slower
compared to data. Also, from around December 25th and onwards,
the simulated indoor air temperature seems to drift a bit upwards
compared to data. In this period, the estimated valve states are
never fully opened, indicating that the set-point and observed tem-
peratures are very close. Thus, the upwards drift of the simulation
could come from the sigmoid curve of the valve function, since it
never fully closes and is still open even when the observed temper-
ature is above the set-point.
5.2. Residual analysis

Fig. 7 shows the estimated autocorrelation function and the
cumulated periodogram of the 1-step prediction errors for each
of the variables. Both the autocorrelation function and the cumu-
lated periodogram indicate that the residuals of the indoor air tem-
perature and the return temperature can be classified as white
noise. However, the heat load residuals are governed by some
minor autocorrelation in the first few lags. Inspection of the spec-
tral density and the residual plots confirms that non-uniformity of
the spectrum primarily comes from the heater state’s exponential
decay towards zero when the heat is turned off. However, this is a
minor autocorrelation that is not going to impact MPC perfor-
mance significantly.
5.3. Future work

Since the experiment took place during the Christmas holiday,
the building was not occupied at any time. However, human occu-
pancy/behaviour is important to model and include in MPC [44].
Also, due to the lag of occupancy, we do not know how open win-
dows affect the indoor air temperature. These are important topics
to investigate further to accurately model the thermal dynamics of
the building [45].
6. Conclusion

This paper introduced a physically inspired SDE-based non-
linear model to describe the complex heat dynamics of a school
building with water-based heating. The purpose of the model is
to predict the indoor air temperature, the heat load, and the return
temperature of the water in the space heating (SH) system. We
model the thermostats in the radiators using a Sigmoid function
to describe the level of water flow through the radiators. We fitted
the parameters in the model from time-series data using maxi-
mum likelihood estimation. To validate the estimated model, we
compared a simulation of the model, only given the initial condi-
tions and disturbances, to data. This showed great accuracy over
an entire week. The residual analysis indicated that the model
lacks some dynamical descriptions of the heat load. We believe
the reason might be that the model does not shut down the heat
9

load fast enough. Beside this, the model looks promising for
enabling MPC and e.g. embedded forecasts.
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